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**** FIRST CHANGE ****
[bookmark: _Toc20149820][bookmark: _Toc27846614][bookmark: _Toc36187742][bookmark: _Toc45183646][bookmark: _Toc47342488][bookmark: _Toc51769188][bookmark: _Toc131516511]5.7.4	Standardized 5QI to QoS characteristics mapping
Standardized 5QI values are specified for services that are assumed to be frequently used and thus benefit from optimized signalling by using standardized QoS characteristics. Dynamically assigned 5QI values (which require a signalling of QoS characteristics as part of the QoS profile) can be used for services for which standardized 5QI values are not defined. The one-to-one mapping of standardized 5QI values to 5G QoS characteristics is specified in table 5.7.4-1.
Table 5.7.4-1: Standardized 5QI to QoS characteristics mapping
	5QI
Value
	Resource Type
	Default Priority Level
	Packet Delay Budget
(NOTE 3)
	Packet Error
Rate 
	Default Maximum Data Burst Volume
(NOTE 2)
	Default
Averaging Window
	Example Services

	1

	
GBR
	20
	100 ms
(NOTE 11,
NOTE 13)
	10-2
	N/A
	2000 ms
	Conversational Voice

	2

	(NOTE 1)
	40
	150 ms
(NOTE 11,
NOTE 13)
	10-3
	N/A
	2000 ms
	Conversational Video (Live Streaming)

	3
	
	30
	50 ms
(NOTE 11,
NOTE 13)
	10-3
	N/A
	2000 ms
	Real Time Gaming, V2X messages (see TS 23.287 [121]).
Electricity distribution – medium voltage, Process automation monitoring

	4

	
	50
	300 ms
(NOTE 11,
NOTE 13)
	10-6
	N/A
	2000 ms
	Non-Conversational Video (Buffered Streaming)

	65
(NOTE 9,
NOTE 12)
	
	7
	75 ms
(NOTE 7, NOTE 8)
	
10-2
	N/A
	2000 ms
	Mission Critical user plane Push To Talk voice (e.g. MCPTT)

	66
(NOTE 12)

	
	
20
	100 ms
(NOTE 10,
NOTE 13)
	
10-2
	N/A
	2000 ms
	Non-Mission-Critical user plane Push To Talk voice

	67
(NOTE 12)

	
	15
	100 ms
(NOTE 10,
NOTE 13)
	10-3
	N/A
	2000 ms
	Mission Critical Video user plane

	75
(NOTE 14)
	
	25
	50 ms
(NOTE 13)
	10-2
	N/A
	2000 ms
	V2X messages (see TS 23.287 [121])

	71
	
	56
	150 ms (NOTE 11, NOTE 13, NOTE 15)
	10-6
	N/A
	2000 ms
	"Live" Uplink Streaming (e.g. TS 26.238 [76])

	72
	
	56
	300 ms (NOTE 11, NOTE 13, NOTE 15)
	10-4
	N/A
	2000 ms
	"Live" Uplink Streaming (e.g. TS 26.238 [76])

	73
	
	56
	300 ms (NOTE 11, NOTE 13, NOTE 15)
	10-8
	N/A
	2000 ms
	"Live" Uplink Streaming (e.g. TS 26.238 [76])

	74
	
	56
	500 ms (NOTE 11, NOTE 15)
	10-8
	N/A
	2000 ms
	"Live" Uplink Streaming (e.g. TS 26.238 [76])

	76
	
	56
	500 ms (NOTE 11, NOTE 13, NOTE 15)
	10-4
	N/A
	2000 ms
	"Live" Uplink Streaming (e.g. TS 26.238 [76])

	5
	Non-GBR
	10
	100 ms
NOTE 10,
NOTE 13)
	10-6
	N/A
	N/A
	IMS Signalling

	6
	(NOTE 1)
	
60
	
300 ms
(NOTE 10,
NOTE 13)
	
10-6
	N/A
	N/A
	Video (Buffered Streaming)
TCP-based (e.g. www, e-mail, chat, ftp, p2p file sharing, progressive video, etc.)

	7
	
	
70
	
100 ms
(NOTE 10,
NOTE 13)
	
10-3
	N/A
	N/A
	Voice,
Video (Live Streaming)
Interactive Gaming

	8
	
	
80
	


300 ms
(NOTE 13)
	


10-6
	


N/A
	


N/A
	
Video (Buffered Streaming)
TCP-based (e.g. www, e-mail, chat, ftp, p2p file sharing, progressive

	9
	
	90
	
	
	
	
	video, etc.)

	10
	
	90
	1100ms
(NOTE 13)
(NOTE 17)

	10-6
	N/A
	N/A
	Video (Buffered Streaming)
TCP-based (e.g. www, e-mail, chat, ftp, p2p file sharing, progressive video, etc.) and any service that can be used over satellite access type with these characteristics

	69
(NOTE 9, NOTE 12)
	
	5
	60 ms
(NOTE 7, NOTE 8)
	10-6
	N/A
	N/A
	Mission Critical delay sensitive signalling (e.g. MC-PTT signalling)

	70
(NOTE 12)

	
	55
	200 ms
(NOTE 7,
NOTE 10)
	10-6
	N/A
	N/A
	Mission Critical Data (e.g. example services are the same as 5QI 6/8/9)

	79
	
	65
	50 ms
(NOTE 10,
NOTE 13)
	10-2
	N/A
	N/A
	V2X messages (see TS 23.287 [121])

	80
	
	68
	10 ms
(NOTE 5,
NOTE 10)
	10-6
	N/A
	N/A
	Low Latency eMBB applications Augmented Reality

	82
	Delay-critical GBR
	19
	10 ms
(NOTE 4)
	10-4
	255 bytes
	2000 ms
	Discrete Automation (see TS 22.261 [2])

	83
	
	22
	10 ms
(NOTE 4)
	10-4
	1354 bytes
(NOTE 3)
	2000 ms
	Discrete Automation (see TS 22.261 [2]);
V2X messages (UE - RSU Platooning, Advanced Driving: Cooperative Lane Change with low LoA. See TS 22.186 [111], TS 23.287 [121])

	84
	
	24
	30 ms
(NOTE 6)
	10-5
	1354 bytes
(NOTE 3)
	2000 ms
	Intelligent transport systems (see TS 22.261 [2])

	85
	
	21
	5 ms
(NOTE 5)
	10-5
	255 bytes
	2000 ms
	Electricity Distribution- high voltage (see TS 22.261 [2]).
V2X messages (Remote Driving. See TS 22.186 [111], NOTE 16, see TS 23.287 [121])

	86
	
	18
	5 ms
(NOTE 5)
	10-4
	1354 bytes
	2000 ms
	V2X messages (Advanced Driving: Collision Avoidance, Platooning with high LoA. See TS 22.186 [111], TS 23.287 [121])

	87
	
	25
	5 ms (NOTE 4)
	10-3
	500 bytes
	2000 ms
	Interactive Service - Motion tracking data, (see TS 22.261 [2])

	88
	
	25
	10 ms (NOTE 4)
	10-3
	1125 bytes
	2000 ms
	Interactive Service - Motion tracking data, (see TS 22.261 [2])

	89
(NOTE 18)
	
	25
	15 ms (NOTE 4)
	10-4
	17000 bytes
	2000 ms
	Visual content for cloud/edge/split rendering (see TS 22.261 [2])

	90
(NOTE 18)
	
	25
	20 ms (NOTE 4)
	10-4
	63000 bytes
	2000 ms
	Visual content for cloud/edge/split rendering (see TS 22.261 [2])

	NOTE 1:	A packet which is delayed more than PDB is not counted as lost, thus not included in the PER.
NOTE 2:	It is required that default MDBV is supported by a PLMN supporting the related 5QIs.
NOTE 3:	The Maximum Transfer Unit (MTU) size considerations in clause 9.3 and Annex C of TS 23.060 [56] are also applicable. IP fragmentation may have impacts to CN PDB, and details are provided in clause 5.6.10.
NOTE 4:	A static value for the CN PDB of 1 ms for the delay between a UPF terminating N6 and a 5G-AN should be subtracted from a given PDB to derive the packet delay budget that applies to the radio interface. When a dynamic CN PDB is used, see clause 5.7.3.4.
NOTE 5:	A static value for the CN PDB of 2 ms for the delay between a UPF terminating N6 and a 5G-AN should be subtracted from a given PDB to derive the packet delay budget that applies to the radio interface. When a dynamic CN PDB is used, see clause 5.7.3.4.
NOTE 6:	A static value for the CN PDB of 5 ms for the delay between a UPF terminating N6 and a 5G-AN should be subtracted from a given PDB to derive the packet delay budget that applies to the radio interface. When a dynamic CN PDB is used, see clause 5.7.3.4.
NOTE 7:	For Mission Critical services, it may be assumed that the UPF terminating N6 is located "close" to the 5G_AN (roughly 10 ms) and is not normally used in a long distance, home routed roaming situation. Hence a static value for the CN PDB of 10 ms for the delay between a UPF terminating N6 and a 5G_AN should be subtracted from this PDB to derive the packet delay budget that applies to the radio interface.
NOTE 8:	In both RRC_IDLE and RRC_CONNECTED mode, the PDB requirement for these 5QIs can be relaxed (but not to a value greater than 320 ms) for the first packet(s) in a downlink data or signalling burst in order to permit reasonable battery saving (DRX) techniques.
NOTE 9:	It is expected that 5QI-65 and 5QI-69 are used together to provide Mission Critical Push to Talk service (e.g. 5QI-5 is not used for signalling). It is expected that the amount of traffic per UE will be similar or less compared to the IMS signalling.
NOTE 10:	In both RRC_IDLE and RRC_CONNECTED mode, the PDB requirement for these 5QIs can be relaxed for the first packet(s) in a downlink data or signalling burst in order to permit battery saving (DRX) techniques.
NOTE 11:	In RRC_IDLE mode, the PDB requirement for these 5QIs can be relaxed for the first packet(s) in a downlink data or signalling burst in order to permit battery saving (DRX) techniques.
NOTE 12:	This 5QI value can only be assigned upon request from the network side. The UE and any application running on the UE is not allowed to request this 5QI value.
NOTE 13:	A static value for the CN PDB of 20 ms for the delay between a UPF terminating N6 and a 5G-AN should be subtracted from a given PDB to derive the packet delay budget that applies to the radio interface.
NOTE 14:	This 5QI is only used for transmission of V2X messages as defined in TS 23.287 [121].
NOTE 15:	For "live" uplink streaming (see TS 26.238 [76]), guidelines for PDB values of the different 5QIs correspond to the latency configurations defined in TR 26.939 [77]. In order to support higher latency reliable streaming services (above 500ms PDB), if different PDB and PER combinations are needed these configurations will have to use non-standardised 5QIs.
NOTE 16:	These services are expected to need much larger MDBV values to be signalled to the RAN. Support for such larger MDBV values with low latency and high reliability is likely to require a suitable RAN configuration, for which, the simulation scenarios in TR 38.824 [112] may contain some guidance.
NOTE 17:	The worst case one way propagation delay for GEO satellite is expected to be ~270ms, ,~ 21 ms for LEO at 1200km, and 13 ms for LEO at 600km. The UL scheduling delay that needs to be added is also typically two way propagation delay e.g. ~540ms for GEO, ~42ms for LEO at 1200km, and ~26 ms for LEO at 600km. Based on that, the 5G-AN Packet delay budget is not applicable for 5QIs that require 5G-AN PDB lower than the sum of these values when the specific types of satellite access are used (see TS 38.300 [27]). 5QI-10 can accommodate the worst case PDB for GEO satellite type.
NOTE 18: PSDB (clause 5.7.7.2) and PSER (clause 5.7.7.3), respectively, may be used in place of PDB and PER.  



NOTE:	It is preferred that a value less than 64 is allocated for any new standardised 5QI of Non-GBR resource type. This is to allow for option 1 to be used as described in clause 5.7.1.3 (as the QFI is limited to less than 64).
**** NEXT CHANGE ****
5.7.7	PDU Set QoS Parameters
5.7.7.1	General
PDU Set QoS Parameters are used to support PDU Set based QoS handling in the NG-RAN. The followings are the PDU Set specific QoS characteristics:
1.	PDU Set Delay Budget (PSDB).
2.	PDU Set Error Rate (PSER).
3.	PDU Set Integrated Handling Information (PSIHI).
Editor's note:	Usage of PSIHI is FFS.
For a QoS Flow supporting PDU Set based QoS handling, the QoS Profile includes the PDU Set QoS Parameters described in this clause (see clause 5.7.1.2). The PCF determines the PDU Set QoS Parameters based on information provided by AF and/or local configuration. The PDU Set QoS parameters are sent to the SMF as part of PCC rule. The SMF sends them to NG-RAN as part of the QoS Profile.
If the NG-RAN receives PDU Set QoS Parameters and supports them, it applies PDU Set QoS Parameters as described in this clause.
Editor's note:	[XRM] The applicability and details of PDU Set handling in uplink direction is pending RAN WG's progress.
5.7.7.2	PDU Set Delay Budget
The PDU Set Delay Budget (PSDB) defines an upper bound for the delay that a PDU Set may experience for the transfer between the UE and the N6 termination point at the UPF, i.e. the duration between the reception time of the first PDU (at the N6 termination point for DL or the UE for UL) and the time when all PDUs of a PDU Set have been successfully received (at the UE for DL or N6 termination point for UL). PSDB applies to the DL PDU Set received by the PSA UPF over the N6 interface, and to the UL PDU Set sent by the UE.
NOTE:	To enable support for PSDB, it is required that a maximum inter arrival time between the first received PDU and the last received PDU of a PDU Set complies with SLA. This maximum inter arrival time does not exceed PSDB. NG-RAN behaviour when the SLA is not fulfilled is implementation specific and out of scope of this specification.
A QoS Flow is associated with only one PDU Set Delay Budget. The value of the PDU Set Delay Budget is the same in UL and DL. PSDB is an optional parameter that may be provided by the PCF. The provided PSDB can be used by the NG-RAN to support the configuration of scheduling and link layer functions.
When the PSDB is available, the PSDB supersedes the PDB.
Editor's note:	The need for AN PSDB and definition of AN PSDB is FFS.	Comment by MediaTek Inc.: The usefulness of providing AN PSDB to RAN has  not been established.
5.7.7.3	PDU Set Error Rate
The PDU Set Error Rate (PSER) defines an upper bound for the rate of PDU Sets that have been processed by the sender of a link layer protocol (e.g. RLC in RAN of a 3GPP access) but that are not successfully delivered by the corresponding receiver to the upper layer (e.g. PDCP in RAN of a 3GPP access). Thus, the PSER defines an upper bound for a rate of non-congestion related PDU Set losses. The purpose of the PSER is to allow for appropriate link layer protocol configurations (e.g. RLC and HARQ in RAN of a 3GPP access).
NOTE:	In this Release, a PDU Set is considered as successfully delivered only when all PDUs of a PDU Set are delivered successfully.
A QoS Flow is associated with only one PDU Set Error Rate. If the PSER is available, the usage of PSER supersedes the usage of PER. The value of the PDU Set Error Rate is the same in UL and DL.
Editor's note:	The PSER definition may be subject to change if RAN2 provides any feedback on that.
**** NEXT CHANGE ****
5.8.2.4.2	Traffic Detection Information
The SMF controls the traffic detection at the UP function by providing detection information for every PDR.
For IPv4 or IPv6 or IPv4v6 PDU Session type, detection information is a combination of:
-	CN tunnel info.
-	Network instance.
-	QFI.
-	IP Packet Filter Set as defined in clause 5.7.6.2.
-	Application Identifier: The Application Identifier is an index to a set of application detection rules configured in UPF.
For Ethernet PDU Session type, detection information is a combination of:
-	CN tunnel info.
-	Network instance.
-	QFI.
-	Ethernet Packet Filter Set as defined in clause 5.7.6.3.
In this Release of the specification for Unstructured PDU Session Type, the UPF does not perform-QoS Flow level traffic detection for QoS enforcement.
Traffic detection information sent by the SMF to the UPF for a PDU Session may be associated with Network instance for detection and routing of traffic over N6. In the case of IP PDU Session Type, Network Instances can e.g. be used by the UPF for traffic detection and routing in the case of different IP domains or overlapping IP addresses. In the case of Ethernet PDU Session Type, different Network Instances can e.g. be configured in the UPF with different ways to handle the association between N6 and the PDU Sessions.
Based on SMF instructions, UPF may identify the PDU Sets, according to the Protocol Description in PDR, to derive the PDU Set Information for DL traffics and send it to RAN via DL GTP-U header of each PDU identified as belonging to a PDU Set. The PDU Set Information, is described in clause 5.37.6. The PDU Set identification can be done by UPF implementation or by detecting RTP/SRTP header or payload.

NOTE : 	How the UPF derives the PDU Set Information from the RTP/SRTP header is outside the scope of this specification.
**** NEXT CHANGE ****
[bookmark: _Hlk130904402]5.37.5	PDU Set based QoS Handling
5.37.5.1	General
A PDU Set is comprised of one or more PDUs carrying an application layer payload such as, e.g. a video frame or video slice. The PDU Set based QoS handling by the NG-RAN is determined by PDU Set QoS parameters specified in clause 5.7.7 and PDU Set information provided by the PSA UPF as described in clause 5.37.5.2.
	Comment by MediaTek Inc.: This is covered by RAN awareness WI Agreed at RAN#99.
In addition to the PDU related service information, the AF may provide PDU Set related assistance information for dynamic PCC control. One or more of the following PDU Set related assistance information may be provided to the NEF/PCF using the AF session with required QoS procedures in clauses 4.15.6.6 and 4.15.6.6a of TS 23.502 [3].
-	PDU Set QoS parameters as described in clause 5.7.7
-	Protocol Description: Indicates protocol and payload type used by the service data flow.
AF provided PDU Set QoS Parameters and Protocol Description may be used in determining the QoS Profile by the PCF and identifying the PDU Set information by the PSA UPF.
Editor's note:	Whether a standardized S-NSSAI (SST) is defined for XRM or whether non-standardized S-NSSAI is used is FFS.
[bookmark: _Hlk130904410]5.37.5.2	PDU Set Information and Identification
To support PDU Set based QoS handling, the PSA UPF identifies PDUs that belong to PDU Sets and determines the below PDU Set Information which it sends to the NG-RAN in the GTP-U header. The PDU Set information is used by the NG-RAN for PDU Set based QoS handling as described above.
The PDU Set Information comprises:
-	PDU Set Sequence Number.
-	Indication of End PDU of the PDU Set.
-	PDU Sequence Number within a PDU Set.
-	PDU Set Size in bytes.
-	PDU Set Importance, which identifies the relative importance of a PDU Set compared to other PDU Sets within a QoS Flow.
The NG-RAN may use the PDU Set Importance within a QoS Flow for PDU Set level packet discarding in presence of congestion.
Editor's note:	Whether and how PDU Set Importance can span across QoS Flows is FFS.	Comment by MediaTek Inc.: LS 2301378 to RAN2 stated Importance was within one QoS Flow
Editor's note:	The PDU Set Size is pending SA WG4 progress on SA WG4 5G_RTP WI. It is up to SA4 to decide whether PDU Set Size in an SA4 defined RTP header, extension header and/or payload is in bytes and whether the PDU Set Size in an SA WG4 defined RTP header, extension header and/or payload includes the RTP and/or IP overhead.
NOTE 1:	The PDU Set Information can be different for different PDU Sets within a QoS Flow.
The SMF instructs PSA UPF to perform PDU Set marking and may provide the PSA UPF the Protocol Description indicating the header, extension header (e.g. RTP/SRTP) and payload type (e.g. H.264) used by the service data flow. The Protocol Description may be received in the PCC rule, based on information provided by the AF or by PCF local policies as described in clause 5.37.5.1.
PSA UPF can identify the PDU Set information using the Protocol Description and the received RTP/SRTP headers or using implementation specific means.
Editor's note:	PDU Set Information in RTP/SRTP header, extension header and/or payload is pending SA WG4 progress on SA WG4 5G_RTP WI.
NOTE 2: 	How the UPF derives the PDU Set Information from the RTP/SRTP header is outside the scope of this specification.
For each DL PDU received on N6 for which PDU Set based QoS handling is indicated from the SMF, the PSA UPF applies the rules for PDU Set identification and provides PDU Set Information which is available to the RAN in the GTP-U header.
**** END OF CHANGES ****
